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Background: Multimodal Agents

End-to-end models via 
visual instruction tuning
• LLaVA
• MiniGPT-4
• Qwen-VL
• GPT-4V
…

Tool-based models via 
LLMs
• VisProg
• Visual ChatGPT
• MM-REACT
…

LLaVA (NeurIPS’23)

Visual ChatGPT
(arXiv’23)
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Visual Programming (VisProg, CVPR’23)
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Problems of VisProg

Visual tools are not perfect
Lack up-to-date knowledge, expert knowledge, etc.

Cannot recognize Bong Joon-ho Cannot generate Dominik Sadoch Cannot detect windmill
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Cannot learn new knowledge.
Always fails on similar tasks. 

Problems of VisProg
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Motivation
A visual assistant that can 

Ø learn missing knowledge 
Ø generalize to new tasks
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Challenges
1) How to identify tools that need to be updated?

2) How to automatically collect training data?

3) How to efficiently update tools?

the knowledge that needs to be learned is unpredictable

large models, catastrophic forgetting, limited data 

Tagging task Generation task Multi-image reasoning VQA
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CLOVA: Closed-Loop Visual Assistant

We build CLOVA, a visual assistant that can self-improve
within a closed-loop learning framework.
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Inference: generate a program and call visual tools to solve the task

Reflection: identify which tool is problematic
Learning: automatically collect training data to update the tool

CLOVA
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Inference

Plan generation

Program generation

Tool execution
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Toolkit
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Reflection

Result conversion Global reflection Local reflection
BLIP model task inputs, 

feedback on the task 
generated plan and program
intermediate results at each step

task inputs,
feedback on the task, 
the steps that have been checked the 
current step that needs to be checked
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Learning

Data collection

Prompt tuning

Prompt validation
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Hard prompt tuning for LLMs
Save examples to the demonstration pool.



Machine Learning Lab, BIGAI

Soft Prompt tuning for visual tools
Train a prompt vector for each instance

Prompt pool

Prompt

Visual concept features prompts

learn
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Prompt ensemble

(1) Identify visual concepts in a new instruction

“Replace the dog with a cat” SEG, SELECT, REPLACE
Tools:

“dog” “dog” “cat”

(2) Each tool has its own prompt pool

(3) Sum prompt vectors for the same concept

Cosine similarities between features
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Qualitative Examples
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Qualitative Examples
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Qualitative Examples
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Qualitative Examples
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Qualitative Examples
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Quantitative Results

Four tasks:

Ø Compositional VQA:  GQA

Ø Multi-image reasoning:  NLVRv2 dataset

Ø Image editing: manually collected data

Ø Knowledge tagging: manually collected data

Use GPT-3.5-turbo as the default LLM.
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Results
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Ablation
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Ablation
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Takeaway

We build CLOVA, the first visual assistant that can improve from
feedback via a closed-loop learning framework with inference,
reflection, and learning phases.
Ø Use both correct and incorrect examples for prompts to generate

better plans and programs.
Ø Use global-local reflection scheme to identify problematic tools.
Ø Use prompt tuning to update tools with limited data.

Code: https://clova-tool.github.io/

https://clova-tool.github.io/

